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Web UI

• Main entry point to Spark instrumentation

• Spark Web UI provides information on

• Jobs, stages, tasks

• Executors and used resources

• DataFrame and SQL operations, Streaming

• Connect to the Web UI URL

• Default: http://driver-node-host:4040
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Web UI
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Spark Performance Dashboard

• Visualize Spark metrics

• Real-time + historical data

• Summaries and time series of key metrics

• Data for root-cause analysis

• See https://github.com/cerndb/spark-dashboard

https://github.com/cerndb/spark-dashboard


Spark Monitor
• Automatically displays a live monitoring tool below cells that run Spark jobs 

in a Jupyter notebook (and Jupyter lab)

• A table of jobs and stages with progress bars

• A graph showing number of active tasks & executor cores vs time

• https://github.com/swan-cern/sparkmonitor

• Integrated with SWAN notebooks
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SWAN and Spark Monitor

• Spark monitor is active by default
• Job view, Tasks view and Event timeline

• ADD PICTURE
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The Spark Web UI from SWAN

• Open the configuration window (“star” button)

• Follow the link to the Web UI
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Spark Metrics Dashboard from SWAN

• Configuration

• Configure the extra metrics logging at 

Spark session configuration

• Open the dashboard

• Follow the URL
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Monitoring Spark on Hadoop/YARN
• URL of the YARN Web UI

• Find the URL in the doc: https://hadoop-user-

guide.web.cern.ch/infra/list_of_clusters/

• URL is of the form:

• https://<YARN-RM-HOST>.cern.ch:8088/cluster/apps/RUNNING

• List running applications for your cluster

• Find there your application
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Spark Measure
• Custom package, measure execution metrics

• For advanced troubleshooting and performance studies

• https://github.com/LucaCanali/sparkMeasure
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• Spark Context default degree of parallelism = 8

• Aggregated Spark stage metrics:

• numStages => 3

• numTasks => 17

• elapsedTime => 13520 (14 s)

• stageDuration => 13411 (13 s)

• executorRunTime => 100020 (1.7 min)

• executorCpuTime => 98899 (1.6 min)

• executorDeserializeTime => 4358 (4 s)

• …



Logs, and logging levels settings

• Executors logs

• Spark Web UI under the “executors” tab

• YARN UI -> look for container logs

• Change Spark logging verbosity:

• spark.sparkContext.setLogLevel("INFO")

• Fine grained logging config

• Edit $SPARK_CONF_DIR/log4j2.properties
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Key Learning Points

• Spark job execution can be complex

• Monitoring, instrumentation and logging are key

• Tools from Apache Spark and ecosystem

• Spark Web UI is the main entry point

• SWAN integrates the “spark monitor” widget 

• Advanced troubleshooting:  Spark dashboard, 

sparkMeasure, configuration and verbose logging 
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Demo

• See the video: monitoring Spark on SWAN
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